Frameworks for Properties
Possible Worlds vs. Conceptual Spaces

Peter Gdirdenfors

1. Program

I would like to argue that the traditional kind of model theory used in
mtensional semantics 1s not the right kind of framework for its purpose.
Instead, I shall put forward some ideas from what is becoming known as
cognitive semantics and try to show that this kind of framework has a
better chance of doing the job. . |

My discussion will be focussed on the notion of property. I first
present the standard intensional definition of a property, which is
formulated in terms of possible worlds, and outline some of the
philosophical problems this definition leads to. Then I introduce the notion
of conceptual space and show how such spaces can be used as a basis for
a new criterion of what a property is. This criterion will be shown to elude
the problems of the traditional approach. Furthermore, it will be argued
that the criterion is useful for understanding prototype effects of properties
and the role of properties in non-monotonic reasoning.

Even though I concentrate on the notion of property in this paper, I
believe that conceptual spaces have a more general bearing for the
development of a cognitive semantics capable of handling intensional
notions. Here I will only give some general remarks in that direction,

2. The traditional definition of a property and its problems

‘What is a property 7 Intuitively, it is something that objects can have in
common. Often we can perceive that an object has a specific property.

These intuitions are not mirrored in the traditional definitions ofthe
notion of property. In the classical extensional type of definition, like in
Tarski’s model theory for first order logic, a property is defined as a set of
objects, to wit, the set of objects which has the property. Formally, this is
done with the aid of a mapping from a language L to a model structure,
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representing a world, where each one-place predicate in L is mapped onto
a subset of the individuals in the model structure.

However, it was apparent that many so-called intensional properties
did not fit this definition. A typical example is ‘small’ : an emu is a bird,
but a small emu is not a small bird ; hence, the property of being small
cannot be identified by a set of “small’ objects.

In order to handle the problems concerning intensional properties and
other intensional concepts, the classical semantic theories were extended
to so-called intensional semantics. Pioneers in this development were
[Hintikka, 1961], [Kanger, 1957], and [Kripke, 1959], and as an analysis
of natural language it reaches its peak with [Montague, 1974]. Here the
language L is mapped onto a set of possible worlds instead of only a single
world. Possible worlds and their associated sets of individuals are the only
primitive semantical elements of the model theory. Other semantical
notions are defined as functions on individuals and possible worlds. For
example, a proposition is defined as a function from possible worlds to
truth values. Such a function thus determines the set of worlds where the
proposition is true. According to traditional intensional semantics, this is
all there is to say about the meaning of a proposition.

In this kind of semantics, a property is something that relates
individuals to possible worlds. In general terms, a property can be seen as
a many-many relation P between individuals and possible worlds such
that iPw holds just when individual / has the property in world w.

In intensional semantics, functions are preferred to many-many
relations. There are two ways of turning the relation P into a function.
Firstly, it may be described as a propositional function, 1.¢. a function from
individuals to propositions. Since a proposition is identified with a set of
possible worlds, this means that a propeity is a rule which for each
individual determines a corresponding set of possible worlds. But we can
also turn the table around to get an equivalent function out of P : for each
possible world w, a property will determine a set of individuals which has
w as an element of the sets of possible worlds the individuals are assigned
(cf. Figure 1, on the opposite page). This means that an equivalent
definition of property is that it is a function from possible worlds to sets of
individuals. This alternative definition shows the correspondence between
the extensional and the intensional definition of a property.

I now want to show that the standard definition of a property within
intensional semantics leads to a number of serious problems. First of all,
this definition is highly counterintuitive since properties become very
abstract things. Bealer has the following remarks :

“How implausible that familiar sensible properties are functions — the
color of this ink, the aroma of coffee, the shape of your hand, the special

1 ess of a burn or itchiness of a mosquito bite. I\yo function is a color, a
smell, a shape, or a feeling” [Bealer, 1989, p. 1].




Frameworks for Properties : Possible Worlds vs. Conceptual Spaces

Passibl
Individuals :o’ﬂ d:
-~ @
®: F2
@
S -
—
Fq
Figure 1

A property as a many-many relation between individuals and possible worlds

F; : "Propositional’ function mapping individuals on propositions
Fz ‘Extensional’ function mapping possible worlds on classes

The definition is certainly not helpful for cognitive psychologists who
try to explain what happens when a person perceives that two objects have
the same property in common or, for example, why certain colors look
similar. However, the fact that the definition is counterintuitive is not a
decisive argument ; it may be argued that the abstract character of
properties i1s merely a cosmetic feature of the intensional semantics — as
long as semantics produces the right results, the technical form of
semantic concepts is not so important.

A related, but more serious, problem for the traditional deﬁmhon of a
property is that it can hardly account for inductive reasoning. An inductive
inference generally consists in connecting two properties to each other, as
when one concludes that all living things have chromosomes. This
connection is obtained from a number of instances of individuals
exhibiting the relevant properties. If a property is defined as a function
from possible worlds to sets of individuals (or equivalently as a function
from individuals to sets of possible worlds), then in order to determine
which properties are instantiated by a particular individual (or a set of
individuals), one has to determine which functions have the individual (or
the set of individuals) as value in the actual world. Apart from problems
concerning how we determine which is the actual world, this recipe will in
general give us foo many properties, For example, if we are examining a
particular emerald it will instantiate a large class of Goodman-type
properties like ‘grue’ apart from standard properties like ‘green’.
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If the only thing we know about properties is that they are some kind
of abstract functions, then we have no way of distinguishing natural and
inductively projectible properties like ‘green’ from inductively useless
properties like ‘grue’. What is needed is a criterion for separating the
projectible sheep from the non-projectible goats. However, classical
intensional semantics does not provide us with such a criterion!.

A third problem that arises from defining properties as abstract
functions concerns the difficulty of expressing an anti-essentialistic
doctrine as has been pointed out by [Stalnaker, 1981]. Anti-essentialism is
the doctrine that things have none of their properties necessarily. In that
paper, Stalnaker’s aim is not to defend the doctrine, but to show that on the
traditional account of properties it cannot be coherently expressed.

Some kinds of essential properties are unobjectionable to an anti-
essentialist : any property that is necessarily an essential property of
everything, like ‘being self-identical’ or ‘being either human or non-
human’ ; certain relational properties that are defined in terms of specific
individuals may be essential to that individual, like ‘being the same age as
Ingmar Bergman® which is essential to Ingmar Bergman ; and “world-
indexed” properties, like ‘being an emu in the actual world’ which an
individual has essentially if and only if it actually is an emu. The problem
for an anti-essentialist is how to find a criterion which can distinguish
between such innocent essential properties and the ontologically
dangerous kinds of essential properties. Stalnaker formulates the problem
as follows :

“In terms of this extensional account of properties (extensional in the sense
that properties are defined by their extensions in different possible worlds),
what corresponds to the intuitive distinctions between referential and purely
qualitative properties, and between world-indexed and world-independent
properties? ﬁorhin . All properties are referential in the sense that they are
defined in terms of the specitic individuals that have them. All properties are
world-indexed in the sense that they are defined in terms oFrtfle specific
possible worlds in which things have them. While one can, of course, make a
distinction between essential and accidental attributes in terms of the standard
semantical framework, one cannot find any independent distinctions
corresponding to the intuitive ones needed to state a coherent version of the
anti-essentialist thesis. Thus there is no satisfactory way, without adding to the
primitive basis of the semantical theory, to state the thesis as a further
semantical constraint on legitimate interpretations of the language of modal
logic” [Stalkaner, 1981, p. 346].

Stalnaker concludes that “[w]hat the standard semantics lacks is an
account of properties that defines them independently of possible worlds
and individuals. (...) [A] property must be not just a rule for grouping
individuals, but a feature of individuals in virtue of which they may be
grouped (...)” [Stalnaker, 1981, p. 347].

The final problem that I shall point out for the functional definition of
properties is perhaps the most serious one. [Putnam, 1981] has shown that
the standard model-theoretic definition of “property” which has been
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given here does not woik as a theory of the meaning of properties. In
proving this result, Putnam makes two assumptions about “the received
view” of meaning : (1) The meaning of a sentence is a function which
assigns a truth value to the sentence in each possible world ; and (2) the
meaning of the parts of a sentence cannot be changed without changing
the meaning of the whole sentence.

Putnam’s general proof is quite technical, but the thrust of the
construction can be illustrated by his example [Putnam, 1981, p. 33-35].
He begins with the sentence :

(1) A catis on amat.

where “cat” refers to cats and “mat” t0 mats as usual. He then shows
how to give (1) a new interpretation.

(2) A cat* is on a mat*®,

The definitions of the properties cat* and mat* make use of three
cases :

(a) Some cat is on some mat and some cherry is on some tree.
(b) Some cat is on some mat and no cherry is on any tree.
(¢) Neither (a) nor (b) holds.

Here are Putnam’s definitions :
» DEFINITION OF ‘CAT*’

X is a cat* if and only if case (a) holds and x is a cherry or case (b)
holds and x is a cat ; or case (¢) holds and x is a cherry.

« DEFINITION OF ‘MAT*’

x is a mat* if and only if case (a) holds and x is a tree or case (b) holds
and x is a mat ; or case (c¢) holds and x is a quark. :

Given these definitions it turns out that the sentence (1) is true in
exactly those possible worlds where (2) is true. Thus, according to the
received view of meaning, these sentences will have the same meaning. In
the appendix to his book, Putnam shows that a more complicated
reinterpretation of this kind can be constructed for all the sentences of a
language. He concludes that “there are always inifinitely many different
intespretations of the predicates of a language which assign the «correct»
truth-values to the sentences in all possible worlds, no matter how these
«correct» truth-values are singled out” . Thus “(...) truth-conditions for
whole sentences underdetermine reference” [Putnam, 1981, p. 35]. Again,
the underlying reason is that there are foo many potential properties if they
are defined as functions from individuals to propositions, i.e. in terms of

Sémiotiques, n°6-7, décembre 1994



2For further discussion
of Putnam’s theorem
and its relevance to
semantics, cf. [Lakoff,
1987, ch. 15].

3Prime examples of
works in the tradition of
cognitive semantics are
{Lakoff, 1987} and
{Langacker, 1986].
Related versions can be
Jound in the wrzrmjg 8c§f
[Jackendoff, 19

I 990] {JohmanﬂLazrd
1983}, [Fauconnier,
1985], [Talmy, 1988],
[Sweetser, 1990] and
many others. There is
also a French linguistic
and semiotic tradition,
lified by

[Desclés, 1985] and
[Pet;;tpz}‘; I}S:‘;&f, 1992],
which shares many
features with the
American (mainly
Californian) group.

Peter Girdenfors

possible worlds and truth values. Cat* and mat™* are just two examples
from this large class.

Putmam’s own diagnosis of the problem is that it occurs because of
viewing a language as separate from its interpretation? :

“The predicament only is a predicament because we did two things : first,
we gave an account of understanding the language in terms of programs and
procedures for using the lantguz::%l (whai: else ?) ; then, secondly, we asked
what the possible «models» for the language were, thinking of the models as
existing «out there» independent of any description. At this point, something
really weird had already happened, had we stopped to notice. On any view, the
understanding of the language must determine the reference of the terms, or,
rather, must determine the reference given the context of use. If the use, even
in a fixed context does not defermine reference, then use is not understandmg
The langnage, on the perspective we talked ourselves mto, has a full program
of use ; but 1t still lacks an inferpretation,

This is the fatal step. To adopt a theory of meaning according to which a
language whose whole use is specified still lacks something — viz. its
«interpretation» — is to accept a problem which can only have crazy
solutions. To speak as if this were my problem, «I know how to use my
language, but, now, how shall I single out an interpretation ?» is to speak
nonsense. Either the use already fixes the «interpretation» or nothing can.

Nor do «causal theories of reference», efc., help. Basically, tryi lﬁto getout
of this predicament by these means 18 hop the world will pick one
definite extension for each of our terms even it we cannot. But the world does
not pick models or interpret ges. We interpret our languages or nothing
does” [Putmam 1980, p. 481-482%:Lla

I have here presented four different arguments against the traditional
definition of the notion of a property. The upshot is that there is something
rotten in the kingdom of semantics. What is needed is a completely
different way of defining properties. I shall argue that a cognitively
oriented approach will do the work3,

3. Conceptual spaces as a basis for a new criterion of properties

On my view, the semantics for a language is primarily a relation
between the language and a cognitive structure. The meaning of an
expression is determined by what it corresponds to in such a cognitive
structure. The external world enters the picture only when the relation
between it and the conceptual structure is considered. This means that the
truth of sentences is, at best, a secondary feature of a semantic theory.
Questions of meaning must be answered before we can raise any questions
about truth.

As a framework for a cognitive structure used in describing a
semantics I want to put forward the notion of a conceptual space. A
conceptual space consists of a number of quality dimensions. As examples
of quality dimensions let me mention color, pitch, temperature, weight,
and the three ordinary spatial dimensions?. The dimensions are taken to be




Frameworks for Properties : Possible Worlds vs. Conceptual Spaces

cognitive and infra-linguistic in the sense that we (and other animals) can
represent the qualities of objects, for example when planning an action,
without presuming an internal language in which these qualities are
expressed. Some of the dimensions are closely related to what 1s produced
by our sensory receptors, but there are also quality dimensions that are of
an abstract non-sensory characterS.

The notion of a dimension should be understood literally. It is assumed
that each of the quality dimensions 1s endowed with certain topological or
metric structures. For example, ‘time’ is a one-dimensional structure
which we conceive of as being isomorphic to the line of real numbersS,
Similarly, ‘weight’ is one-dimensional with a zero point, isomorphic to the
half-line of non-negative numbers. Some quality dimensions have a
discrete structure, i.e. they merely divide objects into classes, ¢.g. the sex
of an individual’. ,

At this point it is important to make a distinction between a
psychological and a scientific interpretation of the quality dimensions. For
example, our psychological visual space 18 not a perfect 3-dimensional
Euclidean space, since it is not invariant under all linear (Galilean)
transformations. Because of gravity, among other things, the vertical
dimension is treated differently from the two horizontal dimensions.
However, the scientific representation of visual space as a 3-D Euclidean
space is an idealization that is mathematically amenable (there is no
preferred direction, Galilean transformations preserve the structure, €tc.).
Similarly, our perception of the weight of objects is not fine enough to
justify its representation by the full structure of the positive real numbers,
but this scientific representation is motivated by the fact that the
mathematics of this structure is well-known, and thus makes it possible to
formulate a quantitative theory of weight which is easy to handle
computationally. However, when it comes to providing a semantics for a
natural language, it is, of course, the psychological interpretations of the
quality dimensions that are in focus.

A psychologically interesting example of a quality dimension
concerns color perception. In brief, our cognitive representation of colors
can be described by three dimensions. The first dimension is Aue, which is
represented by the familiar color circle. The topological structure of this
dimension is thus different from the quality dimensions representing time
or weight which are isomorphic fo the real line. One way of illustrating the
differences in topology is by noting that we can talk about psychologically
complementary colors, 1.e. colors that lie opposite to each other on the
color circle. In contrast it is not meaningful to talk about two points of time
or two weights being “opposite” to each other. This simple example shows
that the topological structure of the cognitive representations of perceptual
qualities will have important consequences for the semantics of linguistic
expressions used to talk about these qualities.
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The second psychological dimension of color is saturation, which
ranges from gray (zero color intensity) to increasingly greater intensities.
This dimension is isomorphic to an interval of the real line. The third
dimension is brightness which varies from white to black and is thus a
linear dimension with end points. Together these three dimensions, one
with circular structure and two with linear, make up the color space which
is a subspace of our perceptual conceptual space (see Figure 2)3.

White

Black

Figure 2
The full color space

I cannot provide a complete list of the quality dimensions involved in
our conceptual spaces. Some of the dimensions seem to be innate and to
some extent hardwired in our nervous system, as for example color, pitch,
and probably also ordinary space. These subspaces are obviously
extremely important for basic activities like finding food and getting
around in the environment. Other dimensions are presumably learned.
Learning new concepts often involves expanding one’s conceptual space
with new quality dimensions. Functional properties used for describing
artifacts may be an example here. Such properties are characterized by a
set of associated actions. Even if we do not know very much about the
conceptual dimensions underlying actions, it 1s quite obvious that there 1S
such a non-trivial structure®. Still other dimensions may be culturally
dependent. ‘Time’ is a good example — in contrast to our linear
conception of time, some cultures conceive of time as circular so that the
world keeps returning to the same point in time, and in other cultures it is
hardly meaningful at all to speak of time as a dimension!0, Finally, some
quality dimensions are introduced by science. As an example, let me
mention the distinction between temperature and heat, which is central for
thermodynamics, but which has no correspondence in human perception.
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(Human perception of heat is basically determined by the amount of heat
transferred from an object to the skin rather than by the temperature of the
object.)

This concludes my general presentation of conceptual spaces. It can be
seen as a generalization of the state space approach, advocated among
others by [Churchland (P. M.), 1986] and [Churchland (P. S.), 1986], and
of the vector function theories of [Foss, 1988]. To some extent conceptual
spaces also function like the domains in Langacker’s semantic theory
[Langacker, 1987]. The theory of conceptual spaces is a theory for
representing information, not a psychological or neurological theory,
which I believe can be applied to a number of philosophical problems in
epistemology and semantics. Here, my primary aim is to show its viability
as a foundation for intensional semantics.

4. Properties described with the aid of conceptual spaces

In more abstract terms, a conceptual space § consists of a class
Dy, ..., D, of quality dimensions. A point in § is represented by a vector
v = <dj,..., d,> with one index for each dimension. Each of the
dimensions is endowed with a certain topological or metrical structure.

A first rough idea is to describe a property as a region of a conceptual
space S, where “region” should be understood as a spatial notion
determined by the topology and mefric of S. For example, the point in the
time dimension representing ‘now’ divides this dimension, and thus the
space of vectors, into two regions corresponding to the properties ‘past’
and ‘future’. In contrast to the traditional definition in intensional
semantics that was presented in Section 2, this definition presumes neither
the concept of an individual nor the concept of a possible world. But the
proposal suffers from a lack of precision as regards the notion of a
“region”. A more precise and powerful idea is the following criterion
where the topological characteristics of the quality dimensions are utilized
to introduce a spatial structure on properties :

Criterion P : A natural property is a convex region of a conceptual space.

A convex region is characterized by the criterion that for a very pair of
points v; and v, in the region all points in between v; and v, are also in the
region. The motivation for the criterion is that if some objects which are
located at v; and v, in relation to some quality dimension (or several
dimensions) both are examples of the property P, then any object that is
located between v; and v, on the quality dimension(s) will also be an
example of P. I shall argue later that this criterion is psychologically
realistic. Criterion P presumes that the notion of betweenness is
meaningful for the relevant quality dimensions. This is, however, a rather
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weak assumption which demands very little of the underlying topological
structurell,

Most properties expressed by simple words in natural languages are
natural properties in the sense specified here. For instance, I conjecture
that all color terms in natural languages express natural properties with
respect to the psychological representation of the three color dimensions.
In other words, the conjecture predicts that if some object o; 1s described
by the color term C in a given language and another object o, is also said
to have color C, then any object-oz with a color that lies between the color
of 0; and that of 0, will also be described by the color term C. It is well-
known that different languages carve up the color circle in different ways,
but all carvings seems to be done in terms of convex sets. Strong support
for this conjecture can be found in [Berlin & Kay, 1969], although they do
not treat color terms in general but concentrate on basic color terms. On
the other hand, the reference of an artificial color term like ‘grue’ will not
be a convex region in the ordinary conceptual space and thus it is not a
natural property according to Criterion P12,

Another illustration of how the convexity of regions determines
properties and categorizations is the phonetic 1dentification of vowels in
various languages. According to phonetic theory, what determines a vowel
are the relations between the basic frequency of the sound and its formants
(higher frequencies that are present at the same time). In general, the first
two formants F; and F, are sufficient to identify a vowel. This means that
the coordinates of two-dimensional space spanned by F; and F, (in
relation to a fixed basic pitch Fj) can be used as a fairly accurate
description of a vowel. [Fairbanks & Grubb, 1961] investigated how
people produce and recognize vowels in “General American” speech.
Figure 3 (see on the opposite page) summarizes some of their findings.
The scales of the abscissa and ordinate are the logarithm of the frequencies
of F; and F, (the basic frequency of the vowels was 130 cps). As can be
seen from the diagram, the preferred, identified and self-approved
examples of different vowels form convex subregions of the space
determined by F; and F, with the given scales!3. As in the case of color
terms, different languages carve up the phonetic space in different ways
(the number of vowels identified in different languages varies
considerably), but I conjecture again that each vowel in a language will
correspond to a convex region of the formant space.

Criterion P provides an account of properties that is independent of
both possible worlds and individuals and it satisfies Stalnaker’s
desideratum that a property *“(...) must be not just a rule for grouping
individuals, but a feature of individuals in virtue of which they may be
grouped” [Stalnaker, 1981, p. 347]. However it should be emphasized that
I only view the criterion as a necessary but perhaps not sufficient
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Frequency areas of different vowels in the two-dimensional space
generated by the first two formants (values incps)

( From [Fairbanks & Grubb, 1961} )

condition on a natural property. The criterion delimits the class of
properties that are useful for cognitive purposes, but it may not be
sufficiently restrictive. :

5. Basic elements of an intensional semantics

Introducing the notion of a natural property is only the first step in
developing an intensional semantics based on conceptual spaces.
According to my view, semantics is a relation between language and a
conceptual space. An interpretation for a language L consists of a
mapping of the components of L onto a conceptual space. As a first
element of such a mapping, individual constants are assigned vectors (i.e.
points in the conceptual space) or partial vectors (i.e. points with some
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arguments undetermined). In this way each name (referring to an
individual) is allocated a specific color, spatial position, weight,
temperature, etcl4, If a constant is assigned to a partial vector, this means
that not all the properties are known or have been determined. Following
[Stalnaker, 1981, p. 3471, a function which maps the individuals into a
conceptual space will be called a location function.

As a second element of the interpretation mapping, the predicates of
the language that denote primary properties are assigned convex regions in
the conceptual space in accordance with Criterion P. Such a predicate 1s
satisfied by an individual just in case the location function locates the
individual at one of the points included in the region assigned to a
predicate. Some of the so called intensional predicates, like “tall’, ‘former’
or ‘alleged’, do not denote primary properties in the sense that their
regions can be described independently of other properties. Such
secondary predicates, which are “parasitical” on other properties, can be
described in terms of the regions assigned to the primary properties!s.
Relations (primary and secondary) can be treated in a similar way!S.

If we assume that an individual is completely determined by its set of
properties, then all points in the conceptual space can be taken to represent
possible individuals. On this account, a possible individual is a cognitive
notion that need not have any form of reference in the external world. This
construction will avoid many of the problems that have plagued other
philosophical accounts of possible individuals. A point in a conceptual
space will always have an internally consistent set of properties — since
e.g. ‘blue’ and ‘yellow’ are disjoint properties in the color space, it is not
possible that any individual will be both blue and yellow (all over). There
is no need for meaning postulates or their ilk in order to exclude such
contradictory properties.

What has been accomplished here are only the first steps in the
construction of an intensional semantics based on conceptual spaces. One
important contrast to the traditional intensional semantics is that the new
one does not presume the concept of a possible world. However, different
location functions describe alternative ways that individuals may be
located in a conceptual space. Thus these location functions have the same
role as possible world in the traditional semantics. This means that we can
define the notion of a possible world as a possible location function and
this can be done without introducing any new semantical primitives to the
theory (cf. [Stalnaker, 1981, p. 348] ). In this way most of the
constructions from traditional intensional semantics will be available,
should we want them. :

If we assumne that the meanings of the predicates, among other things
in a language L, are determined by a mapping into a conceptual space §, it
follows from Criterion P and the topological structure of different quality
dimensions that certain statements will become analytically true
(independent of empirical considerations). For example the fact that
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comparative relations like ‘earlier than’ are transitive follows from the
linear structure of the length dimension and is thus an analytic.feature of
this relation (analytic-in-S, that is). Similarly, it is analytic that everything
that is green is colored (since ‘green’ refers to a region of the color space)
and that nothing is both red and green. Analytic-in-§ is thus defined on the
basis of the topological and metric structure of the conceptual space §. A
consequence of this definition is that an analytic statement will be satisfied
for all location functions. However, different conceptual spaces will yield
different notions of analyticity.

6. How the problems for the traditional definition
of “property” are avoided

I now want to argue that the criterion of “natural property” given
above eludes all the problems of Section 2 that tainted the traditional
definition. First of all, Criterion P makes many properties perceptually
grounded. Since the basic quality dimensions are more or less determined
by our perceptual mechanisms, there is a direct link between properties
described as regions of such dimensions and perceptions. In other words,
many of the elements of the location functions will be determined by
perceptions, This means that the present criterion of properties will be
much more useful for cognitive psychologists than the traditional
definition. In the following section it will be shown that there are close
connections between the idea of describing properties in terms of
conceptal spaces and the prototype theory of categorization.

Secondly, describing properties in terms of conceptual spaces makes it
much easier to understand how inductive inferences are made. The
fundamental criterion is that in inductive inferences we only allow
predicates denoting natural properties (as described here). This criterion
gives us a tool for separating projectible predicates from non-projectible
ones. In this way we cut down, in a non-arbitrary way, the immense class
of properties (among them the Goodman-type properties) that will be
available if properties are defined as functions from possible worlds to
individuals.

In [Gérdenfors, 1990a] it is argued that the traditional problems in the
analysis of induction have arisen because philosophers (and Al
researchers) have confined themselves to linguistic representations of
knowledgel?. However, if we want to understand human inductive
reasoning, we must go deeper than language, i.e. down to conceptual
spaces. The same applies if we strive to construct computer programs that,
even in a limited way, mirror the human inductive capacity. Imposing a
spatial structure on properties, as is done here, will open up for new kinds
of programming techniques. Traditional approaches to mechanized
induction basically use formula manipulations. On the other hand, an
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implementation of the theory of conceptual spaces would use more
directly “mathematical” operations, like vector calculations.

Third, the problems for the anti-essentialistic doctrine raised by
Stalnaker now disappear. Much of the inspiration for the theory of
conceptual spaces comes from what [Stalnaker, 1981] calls logical space.
The main difference between his notion and mine, is that he does not
emphasize the role of the topological and metric structure of the quality
dimensions and he can thus not talk about “convexity” and similar
notions. Here is Stalnaker’s solution to the problem of expressing the anti-
essentialistic doctrine

“Tt should be clear that every property (every region of logical space)
determines a propositional function in the following way : given any property, the
value of the corresponding propositional function, relative to a given possible
world, will be the class of individuals that have the property in that possible
world — the individuals that are located in that region oﬁogical space by the
location function that represents the possible world. Thus every property
determines a unique propositional function and the correspondence is one-one :
distinct properties never determine the same propositional function. But it is not
the case that every propositional function corresponds to an infrinsic pr , for
the classes of individuals selected by a propositional function in the different
possible worlds need not all come from the same region of logical space. Among
the propositional functions, or properties in the broad sense, that do not correspond

to regions of logical space are, of course, just those that the anti-essentialist wants
to distinguish from full-fledged intrinsic properties. For example, referential
properties such as being the same weight as Babe Ruth will clearly not correspond
to regions of logical space” [Stalnaker, 1981, p. 348-349].

Thus the possible worlds semantics generated from conceptual space
semantics is rich enough to represent the distinctions needed to make
sense of the appropriate kind of anti-essentialism.

Fourth and finally, the problems that Putnam’s theorem causes the
traditional definition of “property” dissolve into thin air under the new
criterion. ‘Cat’ denotes a region of a conceptual space (relating to the class
of possible animals, be they determined in terms of shape, biological
functions, or whatever. In the next section a classification of animals in
terms of shapes will be outlined). This region would, at least partly, be
determined by the perceptual features of cats. We cannot create a new
natural property ‘cat*’ by relating it to what facts are true in various
possible worlds : ‘cat®*’ as introduced by Putnam is indeed a propositional
function, but definitely not a natural property and thus not an eligible
candidate for an interpretation function that maps a language nto a
conceptual space.

7. Two further applications :
Prototype theory and non-monotonic reasoning

Having argued that describing properties in terms of conceptual spaces
solves all the traditional problems, I want to show in this section that such
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a criterion can throw new light on other areas of research where the notion
of a property is central. ,
As a first application I want to show that describing properties as
convex regions of conceptual spaces fits very well with the so called
prototype theory of categorization developed by Rosch and her
collaborators { [Rosch, 1975, 1978] , [Mervis & Rosch, 1981], [Lakoff,
1987] ). The main idea of prototype theory is that within a category of
objects, like those instantiating a property, certain members are judged to
be more representative of the category than others. For example robins are
judged 1o be more representative of the category ‘bird’ than are ravens,
penguins and emus ; and desk chairs are more typical instances of the
category ‘chair’ than rocking chairs, deck-chairs, and beanbag chairs. The
most representative members of a category are called prototypical
members. It is well-known that some properties, like ‘red’ and ‘bald’ have
no sharp boundaries and for these it is perhaps not surprising that one finds
prototypical effects. However, these effects have been found for most
properties including those with comparatively clear boundaries like. “bird’
and ‘chair’.
Now if either the extensional or the intensional version of the
traditional defmnition of a property is adopted it is very difficult to explain
such prototype effects. Either an object is a member of the class assigned
to a property (relative to a given possible world) or it is not and all
members of the class have equal status as category members. Rosch’s
research has been aimed at showing asymmetries among category
members and asymmetric structures within categories. Since the
traditional definition of a property neither predicts nor explains such
asymmefries, something else must be going on.
In contrast, if properties are described as convex regions of a
conceptual space, prototype effects are indeed to be expected. In a convex
region one can describe positions as being more or less central. For
example, if color properties are identified with convex subsets of the color
space, the central points of these regions would be the most prototypical
examples of the color. In a series of experiments, Rosch has been able to
demonstrate the psychological reality of such “focal” colors. For another
illustration we can retumn to the categorization of vowels presented in
Section 4. Here the structure of the subjects’ different kinds of responses
show clear prototype effects.
For more complex categories like ‘bird’ it is perhaps more difficult to
describe the underlying conceptual space. However, if something like IST%“’;“;%’?A‘?;T
Marr and Nishihara’s analysis of shapes is adopted [Marr & Nishihara, 1982, ch. 5]. A related
1978], we can begin to see how such a space would appear18. Their Smodef» fogifohér ngf’!
scheme for describing biological forms uses hierarchies of cylinderlike 70 %80
modelling primitives. Each cylinder is described by two coordinates y [Biederman, 1987].
(Iength and width). Cylinders are combined by determining the angle
between the dominating cylinder and the added one (two polar
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coordinates) and the position of the added cylinder in relation to the
dominating one (two coordinates). The details of the representation are not
important in the present context, but it is worth noting that on each level of
the hierarchy an object is described by a comparatively small number of
coordinates based on lengths and angles. Thus the object can be identified
as a hierarchically structured vector in a (higher order) conceptual space.
Figure 4 provides an illustration of the hierarchical structure of their

representations.

) | il

thin limb ginnlie ape

Figure 4
Hierarchical representation of animal shapes
using cylinders as modelling primitives
( from [Marr, 1982} )
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It should be noted that even if different members of a category are
judged to be more or less prototypical, it does not follow that-some of the
existing objects must represent “the prototype”d. If a category is viewed
as a convex region of a conceptual space this is easily explained, since the
central member of the region (if unique) is a possible individual in the
sense discussed above (if all its properties are specified) but need not be
among the existing members of the category. Such a prototype point in the
region need not be completely described as an individual, but is normally
represented as a partial vector, where only the values of the dimensions
that are relevant to the category have been determined. For example, the
general shape of the prototypical bird would be included in the vector, but
its color or age would presumably not. ‘

It is possible to argue in the converse direction too and show that if
prototype theory is adopted, then the representation of properties as
convex regions is to be expected. Assume that some quality dimensions of
a conceptmal space are given, for example the dimensions of color space,
and that we want to partition it into a number of categories, for example
color categories. If we start from a set of prototypes p;y, ..., p, of the
categories, for example the focal colors, then these should be the central
points in the categories they represent. One way of using this information
is to assume that for every point p in the space one can measure the
distance from p to each of the p;’s. If we now stipulate that p belongs to
the same category as the closest prototype p;, it can be shown that this rule
will generate a partitioning of the space that consists of convex areas
(convexity is here defined in terms of the assumed distance measure). This
is the so called Voronoi tessellation, a two-dimensional example of which
is illustrated in Figure 5.

Figure §
Yoronoti tessellation of the plane into convex sets
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Thus, assuming that a metric is defined on the subspace that is subject
to categorization, a set of prototypes will by this method generate a unique
partitioning of the subspace into convex regions. Hence there is an
intimate link between prototype theory and the analysis of this article
where properties are described as convex regions in a conceptual space.

A second application of the proposed criterion of properties concerns
non-monotonic reasoning. The deductive reasoning of traditional logic is
monotonic in the sense that when a proposition A can be inferred from a
set S of sentences, then A can be inferred from any set that contains S.
However, everyday reasoning, which is in general based on assumptions
about what is “normally” the case, is often non-monotonic. For example,
if I learn that Gonzo is a bird, then with the aid of the presumption that
birds normally fly, I may conclude that Gonzo flies. But if my knowledge
is expanded by the new information that Gonzo is an emu, this conclusion
is no longer drawn.

Non-monotonic reasoning is one of the hottest topics within A0,
However, most of the research efforts have been concentrated on finding
the appropriate logical rules that govern non-monotonic reasoning. This
means that a propositional representation of the relevant knowledge is
already presumed. I believe (for essentially the same reasons as for the
case of inductive reasoning) that in order to understand non-monotonic
reasoning one must go beyond linguistic formulations of information.

Here the representation of properties as convex regions in a conceptual
space may be useful. If the first thing I ever hear about the individual
Gonzo is that it is a bird, I will naturally locate it in the conceptual space as
a more or less prototypical bird, i.¢. at the center of the region representing
birds?!, And in that area of the conceptual space, birds do fly, i.e. almost
all individuals located there also have the ability to fly. However, if I then
learn that Gonzo is an emu, I must revise my earlier location function and
put Gonzo in the emu region, which is a subset of the bird region but
presumably lies af the outskirts of that region [see note 6]. And in the emu
region of the conceptual space almost all individuals do not fly.

This simple example only hints at how the correlation between
different parts of a region representing a property and regions representing
other properties can be used in understanding non-monotonic reasoning,
For this analysis the spatial structure of properties is essential., Such
correlations will only be formulated in an ad hoc manner if a propositional
representation of information is used, where the spatial structure cannot be
utilized. But I am convinced that developing the program sketched here
will show how the idea of representing properties and other categories in
terms of conceptual spaces can explain various phenomena of non-
monotonic reasoning?2,
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8. Conclusion

This article contains one critical and one more constructive part. In the
critical part, I examined the definition of “property” that is standard within
traditional intensional semantics and argued that this definition leads to
serious philosophical problems, let alone problems in other areas of
cognitive science.

As a remedy, I proposed, in the constructive part of the. paper that
conceptual spaces be used as a framework for representing information. 1
outlined the first steps of an alternative intensional semantics based on
conceptual spaces and, in particular, I suggested that the notion of “natural
property” be described as a convex region in a conceptual space. It was
then shown that this criterion avoids the problems that tainted the
traditional definition. Furthermore, I argued that the new criterion is useful
for understanding some other areas involving categorization, namely
prototype theory and non-monotonic reasoning.
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